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What do chatbots provide?

• Information? 

• Stereotypes? 

• Data
Correct 

Not the main thing 

Wrong 

Who knows…



Reminders

• Models excel at some tasks (often those that are quite 
difficult, computationally, for humans) 

• But models will “lie” 

• You need to test queries multiple times 

• Set a low temperature parameter 

• But even this won’t guarantee consistent results



A real-world political information 
provision tool
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“Bad performance”, or an outcome of safety features at work?





The main models currently on the market

• Anthropic’s Claude 3.5 

• OpenAI’s GPT models 

• Google Gemini 

• Open-source models (e.g. Llama 3.x)



Possible project topics

1.Medical Advisor Analysis: Evaluating Reliability and Bias 
in AI Health Recommendations 

2.VoteAI: Evaluating AI Models as Political Advisory Tools 

3.AI Financial Mentor: Evaluating AI's Capability in 
Delivering Personalized Investment Guidance and Advice 

4.How do AI models evaluate Western democratic regimes 
versus alternatives? Identification of biases in LLMs



Getting output that you can analyze 
statistically

Open option: change the system prompt 

Above: “You are a super-terse assistant, who answers with one word.”



But longer answers are more informative

Often the answers may be too long. 
(This is one of the reasons we won’t be using the web interface.)





Current challenges

Source: https://arxiv.org/abs/2307.06435




Think of  
“designing an AI tool”

1. Start with a specific problem


2. Consider theoretical solutions


3.Test and evaluate models


4.(Try developing a prototype)



Choosing a problem 
(Examples)

• “Political choices are too complicated for busy citizens” 

• “There is too much contradictory medical advice online. 
This impedes good decision-making among non-experts.” 

• “Investing is too daunting” 

• It’s difficult for people to stick to language learning



Theoretical solutions with 
artificial intelligence

1. Consider what an ideal product or service might look like.


2. Test a potential AI tool: this often means you will compare 
the model output to human-created output


3. Consider pitfalls 


• Mistakes and safety


• Ethical problems


• “What could go wrong?”



Notes
• “Getting good test data inputs is arguably the hardest part 

of building evals” - this is where you come and can make a 
real contribution 

• The more ambitious projects will compare 3 LLMs 

• Each project should carry out at least some minimal 
comparisons across models 

• However, if you wish to mostly focus on open-source 
models, that’s fine.  
(They are slightly less powerful, but they are also important to understand, plus 
you can run millions of queries locally if you wish.)


